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 Supplementary materials (SM) for cement replacement became more feasible in 
the previous decade due to their pozzolanic strength and durability properties. 
The strength variation according to the age of the binding material is a critical 
subject for SM concrete. The time of water curing is critical in order to maintain 
the pozzolanic reaction in SM concrete, which assists in the development of 
strength in cementitious properties. In this study, the laboratory results of 
concrete specimens were assessed for various mix designs, and the obtained 
corresponding strengths were also predicted with ANN techniques. The 
difference between experimental and ANN predicted values was marginally low. 
Thus, the ANN model applicability emphasized the productive use in predicting 
the strength of supplementary materials like fly ash or any similar pozzolanic 
mineral admixture. This research proposes an ANN-based technique for 
predicting the strength of fly ash added SM concrete. Typical experimental data 
is used to build, train, and test the artificial neural network (ANN) model. With 
ANN and input parameters, a total of 324 distinct data points for SM concrete 
were utilized to estimate SM concrete strength. Various combinations of layers, 
number of neurons, and learning rate were examined during the training phase. 
When the root mean square error (RMSE) reached or remained below 0.001, the 
training was stopped, and the findings were verified using a test data set. With 
respect to the relative error provided for trained model data, the results 
achieved were typically below 10% for compressive strength and below 5% for 
split tensile strength. The ANN models predict concrete strength with excellent 
accuracy, and the findings show that utilizing ANNs to predict concrete strength 
is both practicable and advantageous. 

© 2022 MIM Research Group. All rights reserved. 
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1. Introduction 

Cement, water, and coarse and fine particles make up traditional concrete. To improve the 
quality of fresh or hardened concrete, further components such as chemical or mineral 
admixtures can be added to the basic constituents. The process of selecting acceptable 
concrete materials and their relative amounts in order to produce good concrete with the 
required strength, workability, and durability at the lowest feasible cost has very 
challenging. Over the last four decades, researchers have been working on developing 
techniques to determine the optimal strength prediction tool, which can reduce the 
laboratory effort of specimen testing. The quality of concrete specimens depends on the 
cementitious combinations. [1] Every project needs a laboratory strength analysis to judge 
the quality obtained by SM concrete [2]. Concrete strength prediction has long been a 
prominent issue in the field of concrete technology. Strength is an important parameter in 
the service life of concrete among repairing and heterogeneous construction works [3]. 
When the alternative material is used as a supplementary material for traditional Portland 
cement, then conscious efforts have been required in strength analysis. The needs of the 
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world and the demand for sustainability mean the SM plays a crucial role in the 
environment [4]. The work, like retrofitting, repairs, and massive construction, SM is a 
strong and promising source. SM offers positive effects on the rheological and mechanical 
properties of concrete [5]. As the SM is the alternative provision in cementitious materials, 
the accuracy of strength prediction has become an important agenda to maintain the 
quality of construction.  

The compressive strength of SM concrete is calculated through mix design or evaluated 
through lots of repetition using a compressive testing machine [6]. In this method, the 
noteworthy materials are destroyed every time, and specimen casting time is also wasted. 
An artificial neural network (ANN) technique, which are powerful approaches for 
resolving complexity in the testing model [8]. Few researchers agree on the adoptive use 
of ANN in concrete strength prediction. The feed forward ANN class, also known as 
multilayer perception (MLP), includes input, hidden, and output layers. These three 
standard neural nodes are easier to use in the strength predictive model [9,11,12]. The mix 
design of the SM composite represents the input layer, computational neurons for the 
hidden layer, and one neuron on behalf of strength prediction. Earlier investigations of 
concrete mixes are known to have great precision, especially when observations are 
produced through a single project source [16]. However, also with a strong tool like ANN, 
test errors are multiplied with the ANN models being trained by data from different 
sources.  

ANN's predictive performance is based on numerous parameters and can be entirely 
different depending on the type of concrete mixtures. Apart from mix design constraints, 
there are many more contributing elements to predicting compressive and split tensile 
strength, such as curing period, curing condition, and handling practices. The training 
information doesn't contain most of these same characteristics, as they are dependent 
variables and cannot be used by researchers in a regression scenario. These dependent 
variable categorical characteristics were regarded one of the causes to decrease predictive 
accuracy. With cement SM concrete like engineered cementitious Composite in mind, 
categorization factors such as the source type, mineral admixture type and so on are even 
more stringent. In order to attain acceptable accuracies in the literature prediction of the 
SM strength [10,13-15], several ANN models have been constructed for numerous source 
types or different admixture forms. These models are quite precise, but they are exclusive 
to particular SM type, and the results of the experiment are acquired from a single lot of 
SM that have very low noise levels and input data unpredictability [18-20]. 

In this work, various categorical factors for the compressive strength prediction of SM 
concrete mixes are incorporated, so that a unified ANN model with highly diverse mixture 
properties may be constructed. In addition, various SM concrete mixtures as opposed to 
prior research will apply to the models. The most significant material attribute is the 
mechanical strength of any cemented composite because it is designed primarily for 
compression as a construction material. Average compressive strengths were found in the 
literature ranging from 25 to 115 MPa [2-10, 25-28].  

In view of the fact that SM concrete are becoming popular because of their high tensile and 
flexural strength, it has anticipated the use of data from literature in three strength 
categories, namely compressive, split tensile, and flexural. Two single SM concrete ANN 
models having various mineral admixtures, fibre types, age, specimen shape and 
dimensions have been created to predict the compressive and split strength.  

2. Research Significance 

Laboratory based experimental activities of CTM machines have been used in the majority 
of the previous research studies to explore and investigate strength parameter of concrete 
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specimens. There is very little research literature on the use of ANN approaches in 
determining the strength of concrete specimens in Supplementary Cementitious Concrete. 
The present research study aims to study an artificial neural network for the prediction of 
the compressive strength of supplementary cementitious concrete. This technique will 
effectively reduce laboratory testing time and cost in the future 

3. Methodology 

Artificial Neural Networks have grown in popularity and are now a hot topic of discussion, 
with applications in chatbots that are frequently employed in text classification. Artificial 
Neural Networks should be viewed as weighted categorical data, with nodes formed by 
artificial neurons and regulating behaviors, and weights expressing the link between 
neuron outputs and neuron inputs. From the outside environment, the Artificial Neural 
Network receives input signals in the form of patterns and pictures in the form of vectors. 
The mathematical notation x(n) is then used to indicate these inputs numerically for each 
n number of inputs.  

The weights provided to the inputs multiply them even further. In general, these weights 
indicate the strength of connections between neurons inside the ANN. All synaptic weights 
are pooled inside the processing unit. If the weighted total equals zero, a bias is built to 
obtain the output non-zero, otherwise the system's reaction is scaled up. The input to bias 
is almost always equal to one, and it has the weight. The total of weighted inputs might be 
anywhere from 0 to positive infinity in this case. A particular threshold value is compared 
to maintain the response within the bounds of the intended value. The activation function 
then receives the total of the weighted inputs.  

The majority of ANN are linked, which implies that each of the hidden layers is 
independently connected to the neurons in its input layer as well as to its output layer, 
eliminating no gaps. This allows for a comprehensive learning process, as well as maximal 
learning, because the weights within the ANN are modified after every iteration. Back 
Propagation (BP), which was developed in [31,32], was the artificial neural network 
employed in this investigation. We also employ the single hidden layer network, as 
described in [32]. We have 10 neurons in the input layer and 2 neurons in the output layer, 
according to the database of real concrete mix proportioning. Figure 1 depicts the structure 
of the BP-ANN used in this investigation. 

 

Fig. 1 Input-output relation for predicting the compressive strength and Split strength 
of concrete and structure of the ANN Model 

The normalized input-output relationship can be formally represented in Equation 1, and 
2 as below: 
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𝑧 =  𝑤0
(2)
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(1)

 & 𝑤0
(2)

 -   are known as thresholds  

𝑤𝑖,𝑗 
(1)

 & 𝑤𝑗
(2)

 – are known as synaptic weights 

𝛼 – the activation function's shape parameter 

i -index of a neuron in the input layer 

j -represents the index of a neuron in the hidden layer, and  

The total number of neurons in the hidden layer is represented by n. It's up to you to figure 
out how many neurons should be in the concealed layer (hidden layer). The goal of the 
training procedure is to discover a set of acceptable thresholds and synaptic weights. All 
of the thresholds and synaptic weights are first set to modest random integers. For 
training, the usual back propagation technique is used.  

4. Experimental Program 

In this study, Artificial neural networks (ANNs) use the back-propagation (BP) technique 
to modify the weights (w) and bias values (b) during training. The output layer specifies 
the forward propagation. Equations 3, and 4 was used to consider ANN model. 

𝑍𝑗"
𝑖"    =            ∑ .𝑛"

𝑘" 𝑤𝑗"𝑘"
𝑖" 𝑋𝐾"

𝑖"−1                  (3) 

𝑎"𝑗"
𝑖" =  𝑓"(𝑧")𝑗" 

𝑖"                                                 (4) 

where; Layer of neuron represented by i”, neuron in previous layer represented by n, 
weight related to j” neuron to k” neuron from previous layer represented by wj”k”. Output 
of neuron k” is xk”, for layer i” the output of neuron j is z”j”. Activation function (aj) applied 
on z”j” for layer i”.  

For this study, the optimization concept worked, adjusting weights and the preferred cost 
function. In the ANN operation, two hidden layers were applied. Tensor flow open source 
was used in the deployment of the Python interface. The decision-making function of 
neural features, mainly the activation function, was helpful in setting up, which includes 
differentiable real functions. The sigmoid function was used to improve the non-linearity 
model. The usual values of 0 and 1 are targeted for transforming neuron output. The 
sampling of data is close to the natural clustering, so the perceptron method is adopted to 
receive activated output. The number 1 was used for extensive, big output and the number 
0 was used whenever outcomes were too small [16]. The stochastic gradient descent of 
backpropagation algorithms is generally used in the ANN model. To get better results, the 
Adam optimization algorithms of the ANN model were chosen. Adam optimization is an 
advanced algorithm form for classical stochastic gradient descent. In the literature, Adam 
optimization reported effective and to be efficient for wide range of optimization scenario. 
Adam optimization has been found to be successful and efficient for a wide range of 
optimization scenarios in the literature [16,19].  
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The general practice of bifurcating datasets is 80–20%, i.e., 80% of the dataset was used 
for training and 20% was used for testing. 20% data has been found good for validation 
and for train the model maximum 80% data is understood sufficient. We have observed 
minute change in the performance of model by changing in train test split ratio by using sk 
learn library.  By using train_test_split of the data science library scikit-learn, the dataset 
was split into training and testing subsets in a random way. The shuffling of data sets 
before splitting was possible due to the use of this. The ideal model for architectural 
searching was cross-validated by term hyper-parameter tuning. This cross-validation 
approach is useful for small training data sets. Four subsets out of five subsets are used to 
train the model with available training data, and the remaining subset is used for test data. 
In the Pandas library, data cleaning and analysis features are applied. A total of 324 and 
147 SM concrete mix specimens (Laboratory cast) were checked with various researchers’ 
data for considering compressive strength and split tensile strength, respectively [5-9, 12-
30]. The available categorical parameters used for the prediction model are noted in Table 
1 and non-categorical mention in Table 2. The values are compared in terms of 1m3 of SM 
concrete. As per literature, the casting procedure of specimens were included four stages, 
i.e. mixing raw materials in dry phase, addition of water, insertion in specific molds, and 
curing. According to the literature [25], the casting technique for specimens consists of 
four stages: dry mixing of raw materials, water addition, insertion into specialized molds, 
and curing. 

Table 1. Definite parameters 

Parameter Categories 

Cement Type Ordinary Portland Cement 53 grade 

Mineral admixture Fly ash, Pozzolana, GGBS 

Geometry Cylinder 

 

Table 2.  Dataset properties for compressive strength of SM concrete 

Parameter Min value Max value 
Cement (kg/m3) 300 450 

Water content (kg/m3) 150 225 
Mineral admixture (kg/m3) 0 225 

Calcium content (% by mass) 0 70 
Silica content (% by mass) 0 70 

w/c ratio 0.4 0.6 
Curing period (days) 7 180 

Specific gravity 1.80 3.15 
Compressive strength (MPa) 7 60 

Split Strength (MPa) 0.5 5 

5. Results and Discussion  

Because the SK-Learn model was employed in this work, a directly viable approach known 
as grid search was used. Every parameter in the grid search algorithm was passed on a 
range of values that were optimized, and then training and finding validation loss were 
employed. As per the cross-validation method, every layer used different nodes (12 to 8). 
As per literature, a learning rate of 0.001 to 0.009 was kept [21-23]. ANN is also recognized 
to be weight-initializing sensitive. The initial weight might lead to the local minimum 
algorithm that eliminates the opportunity to discover a comprehensive solution. As a 
result, the weight initialization impact was eliminated from each architecture 10 times per 
study rate and the values obtained were recorded. The architecture used for the strength 
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evaluation is shown in Figure 1. The default values of beta 1 and beta 2 were selected as 
0.9 and 0.999 for perform Adam optimizer. Output segment were well-defined for two 
prediction targets. These targets were focused on compressive strength and splitting 
tensile strength. The average compressive and splitting tensile strengths of training data 
of SM specimens were found to be 28.1 and 3.0, respectively. The pattern of predicted and 
experimental values of testing data is represented in Fig. 3 and 4.  Figures 3 and 4 show 
the pattern of expected and experimental testing data values. The best fitted line for 
predicted strength is plotted by dotted line and actual to prediction range error reported. 
After all parameters in the learning rate range have been applied, learning rates are 
presented for the model with the least RMSE. As shown in the figure 2, increasing the 
number of nodes did sometimes not result in lower RMSE values. With such a learning rate 
of 0.005, the final design was decided to include 6 and 7 nodes with the first and 2nd hidden 
layers, respectively. For the split tensile model, a similar grid analysis was done, and the 
best design was determined to be 8 and 7 nodes during the first and secondary hidden 
layers, respectively. 

 

Fig. 2 RMSE yield model with validation and node numbers 

The close proximity was seen in the prediction and actual values, with the deviation found 
below 1 MPa. Root Mean Square Error also found lesser and same pattern reported in 
literature papers [12-14]. The deviation in the prediction and actual values for predicting 
split tensile strength was seen very close, it is much lower than compressive strength. The 
literature [32] also reported that the standard deviation of the residual range were lies 
between 0.5 and 3 as per test data sets. 

The superior prediction of SM concrete is seen in both compressive and tensile strength as 
compared to literature [5, 12]. The limited literature available for SM concrete prediction 
for high accuracy model.  As variability of SM concrete parameters in the input, ANN model 
train to predict for considering various ingredients amounts. According to obtained 
predictive results, the graphical presentation of hyperparameter of ANN provided in the 
Figure 5. With regards to various statistical variables, the ANN predictive model was found 
able to run with high accuracy. 
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Fig 3 Predicted compressive strength versus actual strength 

 

Fig. 4 Predicted split tensile strength versus actual strength 

 

Fig. 5 ANN model results for compressive and splitting tensile strength test data 

The ANN methods consider SM strength with diverse components gathered from a 
diversity of data with the same precision as particular processing studies, which is a 
significant change from the restricted literature on SM strength prediction. Unlike 
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comparable models trained inside the literature [25], the model's results are validated by 
using categorical parameters. Figure 5 shows the predictive scores from test data as well 
as the final hyperparameters of the ANN models for strength prediction. 

6. Conclusion 

The traditional method of finding SM concrete strength by using a compressive testing 
machine in laboratory work experimentation can be replaced with ANN model predictive 
analysis. A wide range was evaluated in this study, and literature data sets of considerable 
variances were used to predict with high accuracy. There is very little literature available 
on SM concrete strength prediction. The results obtained with respect to the relative error 
reported for trained model data were ranges below 10% for compressive strength and 
below 5% for split tensile strength. For SM concrete prediction, two ANN models are 
effective for massive concrete data sets. Almost the same learning rate was proved to be 
optimal for the architecture of hyperparameter models in grid search. Two-layer 
architecture was found to be optimal, since cementitious materials and concrete decided 
for 2 layers. Relative errors for the ANN model were 5% and 2.5% for compressive and 
split tensile strength, respectively. With regards to various variables, the ANN predictive 
model was able to run with high accuracy.  
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