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Article Info  Abstract 

Article History:  Neural networks have a profound impact on many real-life applications. In this 
paper, the influence of increasing the hidden layers of the neural network on its 
performance is investigated and presented. For this purpose, three structures of 
the neural network are designed. The first structure has only one hidden layer, the 
second structure has two hidden layers, and the third structure has three hidden 
layers. The inputs and the output of each neural network structure are the same. 
To design and train these structures, data are collected from a solar power station 
in Egypt. These data include the temperature of the solar photovoltaic module and 
the radiation which are the inputs of each neural network structure. In addition, 
the power of the photovoltaic module, which is the output of each neural network 
structure. The obtained data is 7200 samples and is divided into three different 
parts, the largest part for the structure train stage, part for the test stage, and the 
last part for the validating stage. The main aim of this division is to investigate the 
efficiency of the structure in different modes. The training of each structure is 
conducted by Levenberg-Marquardt technique. The mean squared error (MSE) 
value is the main parameter used to identify the completeness and the 
effectiveness of the train, test, and validating stages. In addition, the approximated 
error between the actual output and the predicted outputs by each neural network 
structure is calculated. Structures with four, five, and six hidden layers are also 
developed and investigated. The results show that the MSE value is decreasing 
with the increase of the hidden layers. The MSE values obtained using three, four, 
five, and six hidden layers are 0.01686, 0.01634, 0.01593, and 0.01586 
respectively. Furthermore, the average value of the approximation error is very 
small and is 0.0396 using the three hidden layers. Therefore, the increase of the 
hidden layers of the neural network increases its accuracy and performance. The 
results of the proposed method are compared with previous related works from 
literature. The result of this comparison shows the superior accuracy of the 
proposed method.  
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1. Introduction 

Neural network is a powerful mathematical technique, and nowadays is widely used with many 
real applications such as in industry [1, 2], robotics [3], medicine [4], finance [5, 6], renewable 
energy [7, 8], and so on. It can be used with prediction or estimation problems, automatic control 
processes, and classifications or pattern recognitions, social media, and weather forecasting, [9]. 
Neural network has desirable advantages such as its effectiveness in any linear/nonlinear function 
approximation, adaptivity, and ability for generalization [10-12]. Different types of neural 
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networks are found such as multilayer perceptron, feedforward, recurrent, cascaded forward, 
radial basis function, and NARX network, [12, 13]. In the current paper, we shed light on  the 
estimation or prediction processes particularly the PV solar station output using the neural 
network.  

Neural networks are widely used by previous researchers in the prediction or estimation of 
parameters in different fields. Neural networks are used for prediction of the power of wind 
turbine. Liu et al [14] structured a neural network for predicting and estimating the power of a 
wind plant. Their structure was built based on the speed and the direction of wind which were used 
as the neural network inputs. Their structure used only one hidden layer. For performance 
assessment, they used the value of root mean squared error which was in range between 14.99 to 
17.086. In [15], Koroglu and Ekici developed a neural network to estimate the speed and power of 
the wind plant. Their structure was developed based on twelve inputs such as temperature, 
pressure, radiation, cloudiness, sunshine hours, and direction of wind. Their structure was 
implemented using only one hidden layer. For performance investigating, the value of mean 
squared error was used and was in the range of 0.3653 and 0.4721. Neural networks are used with 
heat exchangers. Kouidri et al. [16] developed a neural network to estimate the fouling resistance 
in a heat exchanger. Their structure was built based on six inputs such as the temperature and mass 
flux. They used only one hidden layer in their structure. For performance investigation, the 
normalized value of the mean squared error value was considered, and it was in the range of 
0.032591 to 0.009694. Neural networks are used with the field of batteries. Teixeira et al. [17] 
structured a neural network for estimating the health state of batteries of lithium-ion. The structure 
was based on a vector of temperature, current, and voltage. For performance investigation, the 
mean squared error value is considered, and it was from 0.0376 to 0.1278.  

Neural networks are used to predict the power of a solar PV station which is the related topic to 
our current paper. In [18], Barrera et al. developed a neural network to estimate the energy of a 
solar module. The inputs of their system were three factors based on radiation. Their neural 
network structure had only one hidden layer. For investigating their neural network performance, 
they depended on the mean squared error value which was 0.040. In [19], Gumar and Demir 
developed a neural network to estimate the power of solar module. Their structures used nine 
inputs such as date, time, humidity, pressure, temperature, and radiation. In their structure, they 
used only one hidden layer. For performance investigation, they used the mean squared error value 
which was 0.4607. Sharkawy et al. [20] structured three types of the neural network for estimating 
the power of solar module. Their structures were based on the radiation and the temperature of 
the solar module which were the inputs of the neural network structures. In their structures, they 
only used one hidden layer. For the performance investigation, they depended on the mean squared 
error values which are 0.275, 0.612, and 0.887. In [21], Azka et al. used a neural network with two 
hidden layers to estimate and model the power of a solar PV station. In their system, they used 
seven inputs which were temperature, pressure, humidity, precipitation, wind speed, cloud cover, 
and solar attitude. They also depended on the mean squared error value to evaluate their system 
which was a high value. Jinyeong Oh et al. [22] proposed a deep neural network to forecast the 
power of a solar PV station. Their method was implemented by using from two to ten hidden layers. 
They used 22 input variables based on stamps of time and conditions of weather such as 
temperature, humidity, the speed of wind, and so on. The best mean squared value that obtained 
with their approach was 0.0408. In [23], Sulaiman and Mustaffa developed a deep neural network-
based approach for predicting the generation of the power of solar PV. In their approach, two 
hidden layers were used, and they used 11 inputs based on temperature, irradiation, and time. 
Their obtained best mean squared value was 0.3744. Amer et al. [24] developed a neural network 
with two hidden layers for the estimation of the output power of the solar plant. In the design of 
their system, they used 7 inputs based on features of irradiation, temperature, and the speed of 
wind. Their achieved mean squared error was 4.094. In [25], a neural network structure was 
proposed and trained with two different learning algorithms which were error back-propagation 
and Levenberg-Marquardt. They used this structure for estimation of the power of the solar PV by 
considering only hidden layer and two inputs which were the temperature and radiation. Their 
obtained mean squared error values were 0.0238 and 0.03482. Rushdi et al. [26] developed a 
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neural network with two hidden layers to estimate the power of solar-wind system. Their neural 
network was designed with many sets of features based on temperature, radiation, wind speed, 
and wind direction. The obtained mean squared error value was 0.01986.  

From this discussion, the main challenge is to consider many hidden layers in the structure of the 
neural network to investigate its performance and accuracy. In addition, using the value of the 
mean squared error or the root mean squared error is recommended to assess the training and 
testing processes of the neural network. Using a few numbers of inputs can minimize the 
complexity of the neural network and the computations.  

The main contribution and novelty of this paper can be presented in the following points:  

• The effect of increasing the number of hidden layers in the structure of a neural network is 
investigated and analyzed.  

• For this purpose, a neural network is designed with one hidden layer (NN1), two hidden 
layers (NN2), and three hidden layers (NN3). In addition, four, five, and six hidden layers 
were used. In each case, the performance and the accuracy of the neural network structure 
is determined and compared.  

• For investigating the performance/accuracy of the neural network structure, the value of the 
mean squared error, and the approximation error are used. To reach very small values, many 
experiments and trials are conducted. Furthermore, very small size of inputs (two inputs) is 
considered.  

• To design and train these structures, data are obtained from solar power plant in Egypt and 
these data are the temperature of the solar module and the radiation which are the inputs of 
each neural network structure. In addition, the power of the solar module, which is the output 
of each structure. The correlation between these variables is analyzed and drawn. 

• For high investigation of the neural network performance and efficiency, the obtained data 
is divided into three parts: one part for the train case and the other two parts for the test and 
validating cases. After that, all these data are combined and used again to test the neural 
network structure.  

• The process of training is conducted using the algorithm of Levenberg-Marquardt which is a 
very fast technique and achieves the desired performance easily.  

• The experimental results reveal that increasing the number of hidden layers can effectively 
improve the performance and accuracy of neural networks. However, the time of training is 
increasing. For offline training, the time of training is not important.  

The methodology conducted in the current paper is presented in Fig. 1. This methodology is 
discussed as follows: 

• Six structures of neural networks are designed and developed by determining their inputs 
and output. Considering a plant of solar PV, the selected inputs are the temperature of the 
solar module and the radiation, whereas the output of each neural network structure is the 
output power. 

• Data is collected from a solar PV plant in Egypt and the number of samples is 7200. These 
samples are divided into three parts. 5040 samples are used for the NN structure train, 1080 
samples are used for the NN structure test, and 1080 samples which are used for the NN 
structure validating. 

• In every stage, whether in training, testing, or validation, the mean squared error (MSE) is 
calculated. When the obtained MSE becomes very small value and close to zero, the training 
of the neural network structure is then finished.  

• The MSE value of each NN structure is compared to determine which NN structure has the 
best performance and accuracy.  

• Once the training process is completed, all data is combined again and the NN structure is 
tested, and the approximation error value is calculated. If this error is a very small value and 
close to zero, then the trained neural network structure is efficient in estimating the output 
correctly. 

• The approximation error value resulted by each NN structure is also compared to determine 
the most preferable and accurate structure.  
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The rest parts of this paper are discussed as follows. Section 2 shows the design of the neural 
networks’ structures using one, two, and three hidden layers. In section 3, the stages of the train, 
test, and validating are presented in detail. The mean squared error value for each stage and each 
structure is presented and compared. Section 4 shows a comparison between the actual output and 
the estimated outputs by the neural network structures. In addition, the approximated output is 
determined. Section 5 shows the use of four, five, and six hidden layers in brief. We do not 
concentrate on this part as their results are remarkably close to the neural network with three 
hidden layers. Section 6 compares the results from the current study with literature results. In 
section 7, the main keys of this paper are summarized and some recommendations for the future.  

 

Fig. 1. The conducted methodology in the current paper 

2. Structures’ Design  

In this section, the design of the proposed different structures of the NNs is discussed. To design 
and train and assess these structures, data from solar power station in Egypt is obtained. These 
data are obtained and available at the website [27]. This data is for Five days (7200 samples for 
7200 minutes). These data are the temperature of the PV module and the radiation which are 
considered the inputs of the NN structure. In addition, the actual output power of the PV module, 
which is the output of the NN structure and used for the training process. This data is presented in 
Fig. 2. As shown, the signal of one day is close to the signal of another day because the data is 
collected from five consecutive days in summer and these days were approximately close together 
in conditions. Indeed, using different weather conditions is not important in our current study as 
we use the same data to train every neural network structure. In other meaning, the main aim of 
our study is to investigate the increase of hidden layers on the performance of the neural network. 
Therefore, it is recommended to use clear data without any outliers to show and clearly compare 
the performance of each structure.  

Some analysis including the average, minimum, maximum, and standard deviation values about 
these data is presented in Table 1. The standard deviation is high whether for the input 1 
(temperature), input 2 (radiation), or output (power). This means that the values are not close to 
each other. This is due to the fact that the measurements or the values of the variables during the 
day are different. This also can show the efficiency of the NN structures to work with different cases 
of data.  

Neural networks with one, two, three, four, five, and six
hidden layers are designed.

Data is obtained and divided into three parts.

The largest part of data is used to train the neural network
structures and the mean squared error is calculated and
compared.

The other two parts of data are used to test and validate
the neural network strucutures and the mean squared
error is calculated and compared.

All data is combined and used again to test the neural
network structures and the approximated error is
determined and compared.
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Fig. 2. The upper two diagrams are the inputs (temperature and radiation) for the designed 
NNs structures. The last diagram is the output (power) that is used for the train of the NNs 

structures 

Table 1. Analysis for the inputs and the outputs used with the NN structures.   

Parameter 
Input 1 

(Temperature - ℃) 
Input 2 

(Radiation - 𝑾/𝒎𝟐) 
Output 

(Power - 𝑴𝑾𝒉) 

Average value 17.7191 418.1952 8.5044 

Maximum Value 43.3975 1056.8 20.3270 

Minimum Value −2.2750 0 0 

Standard deviation 14.3713 448.5777 8.9727 
 

The temperature and radiation are selected to be the inputs of the neural network structure due to 
these variables are mainly in effecting the power of the solar PV as shown from the following 
equation [28, 29]:  

𝑃𝑜𝑤𝑒𝑟 = 𝜂𝑠𝜏𝑔𝛼𝑠𝑅𝐴[1 − 𝜇𝑠(𝑇𝑠 − 𝑇𝑟)] (1) 

where, 𝜂𝑠 is the reference solar cell efficiency, 𝜏𝑔 is the transmissivity of glass, 𝛼𝑠 is the absorptivity 

of the cell, 𝑅 is the radiation in 𝑊/𝑚2 unit, 𝐴 is the whole cell area in 𝑚2, 𝜇𝑠 is the thermal factor 
or coefficient of the cell efficiency in %/°𝐶, 𝑇𝑠 is the temperature of the solar PV in ℃, and 𝑇𝑟 is the 
referenced temperature in ℃. From this equation, the temperature and radiation are mainly factors 
that affect the power.  

The correlation (heatmap) between the input variables (temperature and radiation) and the output 
variable (power) is analyzed and drawn using MATLAB as shown in Fig. 3. This Figure shows that 
high correlation and relationship between the temperature and radiation with the solar power. The 
temperature has a positive correlation with the power which is 0.9236. This means the increase in 
temperature leads to an increase in power. Furthermore, this correlation is remarkably close to 1 
which means the temperature and the power are very related. The radiation also has a positive 
correlation with the power which is 0.9955. This also means the increase in radiation leads to an 
increase in power. In addition, this correlation is remarkably close to 1 which means that the 
radiation and power are very related. The inputs’ variables are also very related since the 
correlation between temperature and radiation is 0.9348 which is remarkably close to 1.  
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Fig. 3. The correlation (heatmap) between the input (temperature and radiation) and output 
(power) variables. This Figure is drawn using MATLAB 

To investigate the effect of increasing the hidden layers of the NN architecture, three NN structures 
are designed: NN1(NN with one hidden layer), NN2 (NN with two hidden layers), and NN3 (NN 
with three hidden layers). The same inputs (temperature and radiation) and output (output power) 
are used with each NN structure. The specifications of each structure including the number of 
hidden layers, neurons for each layer, activation function for each layer, and inputs and outputs, 
are presented in Table 2.  

Table 2. Comparison between the three structures of the NNs 

Parameter NN1 NN2 NN3 

Number of inputs 
Two (temperature 

and radiation) 
Two (temperature 

and radiation) 
Two (temperature 

and radiation) 
Number of hidden 

layers 
One Two Three 

Number of hidden 
neurons 

60 
First hidden layer: 45 
Second hidden layer: 

45 

First hidden layer: 65 
Second hidden layer: 

65 
Third hidden layer: 

65 

Activation function 
Hidden layer: Tanh 

Output layer: Linear 

First hidden layer: 
Tanh 

Second hidden layer: 
Tanh 

Output layer: Linear 

First hidden layer: 
Tanh 

Second hidden layer: 
Tanh 

Third hidden layer: 
Tanh 

Output layer: Linear 

Number of outputs One (Power) One (Power) One (Power) 
 

In Table 2, the number of neurons for each hidden layer (hidden neurons) are obtained after many 
experiments (trails and errors) until the highest performance of the NN is reached. The highest 
performance of the NN is the obtaining of the smallest mean squared error value or value close to 
zero. In addition, as the hidden layers are increased from NN1 to NN3, the complexity is increased. 
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In Fig. 4, the shape of the designed structures is shown. These shapes are obtained from MATLAB 
software which is used in this work.  

 

(a) 

 

(b) 

 

(c) 

Fig. 4. The structure of the proposed NNs. (a) NN with one hidden-layer, (b) NN with two 
hidden-layers, and (c) NN with three-hidden layers 

It should be noted that we use experimental (trial and error) methodology in determining the 
number of hidden layers. In other meaning, we use neural network structure with one, two, three, 
four, five, and six hidden layer and investigate the performance of each structure. The main aim of 
this methodology is to study the advantages and disadvantages of each structure to make it easy 
for future researchers to determine which structure can be used. The same methodology is 
followed for determining the number of neurons in each hidden layer. Many different neurons 
(from 2 to 120) are tried until the best performance of the structure is obtained. The best 
performance is achieving highest accuracy which is obtaining a very small value of mean squared 
error and approximation error. Indeed, this methodology is followed by previous researchers as 
seen in [30-35].  

3. Structures’ Training, Testing, and Validation  

After the three NNs are structured, the second three stages are carried out which are the train and 
test and the validating. The obtained data mentioned in previous section is divided into three parts: 
the first part which is 5040 samples are used for the train, the second part is the 1080 samples 
which are used for the test, and the last part is the 1080 samples which are used for the validating.  

Table 3. The division of the data for three stages (train, test, and validation) of the NNs structures.   

Stage Training Testing Validation Total 

Samples of Data  5040 1080 1080 7200 
 

The division of these data is presented in Table 3. This division is also carried out randomly in 
MATLAB which is used in these stages. All these stages are conducted using processor of type 
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Intel(R) Core (TM) i5-8250U CPU @ 1.60GHz 1.80 GH and RAM of 8.00 GB. The crucial factor during 
these stages is obtaining the very small value of the mean squared error. The mean squared error 
value is calculated by the following equation: 

𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 𝑉𝑎𝑙𝑢𝑒

= ∑
(𝐴𝑐𝑡𝑢𝑎𝑙 𝑜𝑢𝑡𝑝𝑢𝑡(𝑖) − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑢𝑡𝑝𝑢𝑡(𝑖))2

𝑛

𝑛

𝑖=1
 

(2) 

where, n is the number of samples.  

The training stage is carried out using the technique of Levenberg-Marquardt. This technique is a 
very fast and stable method and achieves the highest performance of the NN easily compared with 
other training algorithms, [36-38]. Many experiments which are trials and errors are executed to 
train the NN structures. These experiments include trying the use of many different hidden neurons 
and many different initializations of the weights until obtaining the very small value of the mean 
squared error. This methodology is followed by previous researchers as in ref. [32, 39]. The 
conducted methodology in the three stages (train, test, and validating) is shown in Fig. 5.  

 

Fig. 5. A flowchart illustrating the conducted methodology for the train, test, and validating 
stages 
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(a) 

 

(b) 

 

(c) 

Fig. 6. Comparing the mean squared error value deduced by the three structures of NNs in case 
of (a) training, (b) testing, and (c) validation 
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The mean squared error values obtained from the three stages (training, testing, and validation) 
are shown in Fig. 6. The mean squared error resulting from training the three structures is 
presented in Fig. 6(a). As shown in this Figure, the mean square error from the NN3 is the smallest 
one compared with the other structures. This means that the error in the case of the NN3 is the 
lowest one and its accuracy is the highest. Other parameters during the stage of training are 
illustrated in Table 4 such as the used epochs, the time of training, and the regression. The 
regression resulting from NN3 is the best compared with the other structures. This also supports 
the fact that NN3 has the best accuracy. However, the time used for training the structure of NN3 is 
the highest. This means that there is a need for longer time to train the NN3 compared with other 
structures. Indeed, this is not particularly important if offline training is executed. In the case of 
online training, longer time for training is not desired. The number of epochs used with NN3 is 
between NN1 and NN2. We conclude that increasing the number of hidden layers improves the 
performance of the NN but increases the time of training and complexity 

Table 4. The parameters obtained from training, test, and validating of the three different NNs 
structures 

Parameter NN1 NN2 NN3 

Method of training Levenberg-Marquardt technique 

MSE from training 0.02906 0.01723 0.01686 

MSE from testing 0.02521 0.02365 0.01434 

MSE from validation 0.03079 0.01466 0.01774 

Used Epochs in 
training 

248 35 83 

Time used in training 31 seconds 
3 minutes and 20 

seconds 
28 minutes and 5 

seconds 

Regression 0.9972 0.9981 0.9998 
 

The testing and validating processes are conducted simultaneously with the training case. At each 
epoch/iteration, once a NN structure is trained, it is tested and validated, and the mean squared 
error value is calculated. This methodology is repeated until the smallest mean squared error value 
is reached in the three stages (train, test, and validation) simultaneously. As mentioned in previous 
section that the data used in test and validating stages are different from the training case. This is 
very useful to investigate and assess the effectiveness and the efficiency of the trained NN 
structures. The mean squared error values deduced from the test and the validating processes are 
shown in Fig. 6(b) and (c) and Table 4. The mean squared value deduced by the NN3 during the 
testing stage is the best/lowest compared with the other structures. In the validating stage, the 
mean squared error by the NN3 is located between the other structures. However, it is also very 
small value. From these results, we deduce that all the NN structures are trained in an exceptionally 
good way and the mean squared error values deduced by them are small and near to zero. In 
addition, the results are improved by increasing the hidden layers. This is clear as the results 
obtained by NN2 are better than the corresponding ones by NN1, and the results deduced by NN3 
are the best compared with NN1 and NN2. On the other hand, the complexity and the time of 
training is increasing with NN3.  

4. Output Estimation and Prediction  

In this section, another stage of NN structure testing is conducted. All obtained data (train data + 
test data + validating data) are combined randomly in MATLAB to test the three designed 
structures. Then, the output of each NN structure is determined and compared with the actual 
output that is used for the training stage.  Figure 7 shows a comparison between the actual output 
and the predicted ones using the trained NN1, NN2, and NN3. As shown in the Figure, the predicted 
outputs by NNs coincide with the actual output. This illustrates that all NN structures are trained 
in a very well and effective way. To show which NN structure is the most accurate compared with 
the others, a zoomed area from Fig. 7 is presented in Fig. 8.  
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Fig. 7. The comparison between the actual output and the predicted outputs by NN1, NN2, and 
NN3. The colored curves are coinciding together 

 

(a) 

 

(b) 

Fig. 8. Zoomed area from Fig. 7: the comparison between the actual output and the predicted 
outputs by NN1, NN2, and NN3. (a) Zoomed area during the 120 minutes between 6240 and 

6360 minutes. (b) Zoomed area during the 3 minutes between 6302 and 6305 minutes 
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Zoomed area during 120 minutes between 6240 and 6360 minutes, as shown in Fig. 8(a) and 
zoomed area during 3 minutes between 6302 and 6305 minutes, as shown in Fig. 8(b). From Fig. 8, 
the estimated output by NN3 is the closest to the actual output and the estimated output by NN1 is 
the most distant  to the actual output. This means that the NN3 is the most accurate compared with 
other structures and the NN1 is the lowest accurate. NN2’s performance is better than NN1’s 
performance and lower than NN3’s performance. For more clarification, the error or the difference 
between the actual output and the predicted output by each structure is obtained. This error is 
calculated by the following equation: 

𝐴𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝑜𝑢𝑡𝑝𝑢𝑡 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑢𝑡𝑝𝑢𝑡   (3) 

 

Fig. 9. The error or difference between the actual output and the predicted outputs by NN1, 
NN2, and NN3 

Figure 9 shows the errors resulting from the three NN structures and Fig. 10 shows zoomed area 
from Fig. 9. From Fig. 9, the errors resulting from all structures are satisfactory and close to zero. 
This supports that the NN structures are effectively trained. From Fig. 10, the error resulting from 
NN3 is the smallest and the closest to zero compared to the corresponding ones by NN1 and NN2. 
The error obtained by NN1 is the worst case. This reveals that NN3 is the most accurate and NN1 
is the least reliable. Analysis about these errors is presented in Table 5 such as the average value, 
minimum value, maximum value, and standard deviation. The maximum value of the error for each 
structure is small and this is good and supports that the structures are effectively trained. In 
addition, the standard deviation value is small for each structure which reveals that the deviation 
between the values is small. From this discussion, we conclude that increasing the hidden layers 
for the NN structure minimizes the error between the predicted and actual outputs. Therefore, the 
accuracy or the performance of the NN structure is increasing.  

Table 5. Analysis of the error resulted by the developed NN1, NN2, and NN3.  

Parameter NN1 NN2 NN3 

Average Value 0.0681 0.0474 0.0396 

Maximum Value 2.3124 1.7753 1.7513 

Minimum Value 3.8724e-06 4.4804e-07 2.5668e-06 

Standard Deviation 0.1553 0.1212 0.1235 
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(a) 

 

(b) 

Fig. 10. Zoomed area from Fig. 9: the error or difference between the actual output and the 
predicted outputs by NN1, NN2, and NN3. (a) Zoomed area during the 120 minutes between 

6240 and 6360 minutes. (b) Zoomed area during the 3 minutes between 6302 and 6305 
minutes 

5. Using More than Three Hidden Layers   

In the previous sections, we presented in detail only neural networks structures using from one 
hidden layer up to three hidden layers. Using more than three hidden layers (see Fig. 11) is 
presented briefly in this section. Structures with four, five, and six hidden layers are also designed, 
and the same data is used to train, test, and validate these structures. To train these structures, few 
trials are conducted because these structures consume longer time compared with previous 
structures. The best results including the number of hidden neurons in each layer, the time of 
training, and the mean squared error value obtained from these structures are presented in Table 
6. It should be noted that we do not use a remarkably high number of hidden neurons in each layer 
to avoid the longer time of training and the more complexity. In addition, we do not have a powerful 
computer or processor to do the calculations more easily and in a short time.  



Sharkawy / Research on Engineering Structures & Materials 11(4) (2025) 1633-1651 
 

1646 

 

(a) 

 

(b) 

 

(c) 

Fig. 11. The design of the NN with (a) four hidden layers, (b) five hidden layers, and (c) six 
hidden layers 

Table 6. Results from neural networks structure using four, five, and six hidden layers. 

Parameter 
NN with four hidden 

layers 
NN with five hidden 

layers 
NN with six hidden 

layers 

 
 
 

Number of hidden 
neurons in each layer 

First hidden layer: 45 
Second hidden layer: 

50 
Third hidden layer: 

25 
Fourth hidden layer: 

25 

First hidden layer: 35 
Second hidden layer: 

40 
Third hidden layer: 

55 
Fourth hidden layer: 

25 
Fifth hidden layer: 20 

First hidden layer: 40 
Second hidden layer: 

40 
Third hidden layer: 

25 
Fourth hidden layer: 

35 
Fifth hidden layer: 30 
Sixth hidden layer: 15 

Mean squared error 
value 

0.01634 0.01593 0.01586 

Time of training 
50 minutes and 15 

seconds 

1 hour and 20 
minutes and 31 

seconds 

2 hours and 22 
seconds 

 

As shown in Table 6, the mean squared error values obtained from these structures is less than the 
corresponding ones obtained by NN3 (neural network with three hidden layers). The neural 
network structure with six hidden layers achieves the smallest MSE compared with other 
structures which is 0.01586 but with the highest computational time which is 2 hours and 22 
seconds. This means that increasing the hidden layers of the neural network leads to minimizing 
the mean squared error and therefore increasing the accuracy and performance. However, the time 
of training and the complexity are higher compared with NN3. Therefore, we recommend using the 
neural network structure with six hidden layers or more if the high performance is the only factor 
that needs to be achieved regardless of the computational time and complexity. For who need to 
achieve high performance with less complexity and time, we recommend using the neural network 
structure with three hidden layers which is considered a trade-off between performance and 
complexity.  
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6. Comparison With Related Previous Works 

This section compares the results of the presented study with other previous and closely related 
works which used the neural network approach in estimating solar PV power. The main 
parameters considered in this comparison are the MSE value, the number of inputs (input size), 
and the used number of hidden layers. The previous related works considered in this comparison 
are as follows: Barrera et al., 2020 [18], Gumar and Demir, 2022 [19], Sharkawy et al., 2023 [20], 
Jinyeong Oh et al., 2024 [22], Sulaiman and Mustaffa, 2024 [23], Rushdi et al., 2024 [26]. The results 
from this comparison are shown from Fig. 12 to Fig. 14. For this comparison, the proposed neural 
network structure using three hidden layers which makes trade-off between the high performance 
and the complexity and the neural network with six hidden layers which gives the best 
performance are included.  

Figure 12 compares the number of hidden layers used by the proposed approach and other 
previous ones. From Fig. 12, previous researchers used different numbers of hidden layers from 
one hidden layer to ten hidden layers. This means that investigating the use of more than one 
hidden layer on the performance of the neural network is worth studying and analysis. The 
proposed neural network with six hidden layers and the previous approach of Jinyeong Oh et al., 
2024 [22] have the highest number of hidden layers. Therefore, the complexity and the 
computational time of these approaches may be higher.  

Increasing the number of inputs or the input size of the neural network structure can lead to 
increased complexity and calculations or computational time. Figure 13 shows a comparison 
between the number of inputs used by the proposed neural network structures and other 
approaches by previous researchers. From Fig. 13, the inputs used by our proposed approach 
particularly using three hidden layers and previous approaches of Sharkawy et al., 2023 [20] and 
Rushdi et al., 2024 [26] are only two inputs and less than the other approaches. Therefore, the 
complexity and the computational time of these approaches are lower.  

The main important parameter that must be compared is the accuracy of the developed neural 
network. Achieving a highly accurate method is considered the main objective of any proposed 
method. The accuracy of the method can be investigated by comparing the mean squared error 
value (MSE). The method has less MSE value, has higher accuracy. A comparison between the MSE 
value of our proposed neural network structures and the pervious ones are presented in Fig. 14. 
From Fig. 14, our proposed neural structure, whether with three or six hidden layers, has the least 
MSE value compared with other previous structures. Therefore, the proposed neural network 
structures in this paper have the highest accuracy.  From this comparison, the proposed neural 
network structure with three hidden layers has less complexity and error and higher accuracy 
compared to other neural network structures proposed by previous researchers.  

 

Fig. 12. Comparison between the number of hidden layers used by previous researchers 
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Fig. 13. Comparison between the number of inputs used by previous researchers 

 

Fig. 14. Comparison between the obtained MSE value by previous researchers. 

7. Conclusion and Future Work 

In this paper, three neural networks structures are designed based on the principle of increasing 
the number of hidden layers to assess their accuracy and performance. The first structure has one 
hidden layer, the second structure has two hidden layers, and the last structure has three hidden 
layers. To complete the design of these structures, data is obtained from solar power station in 
Egypt. These data are the temperature of the photovoltaic module and the radiation which are used 
to be inputs to each NN structure. Also, the power of the photovoltaic module which is the output 
of each NN structure. The data is divided into three parts: one part for training and the other two 
parts for the test and validating. The mean squared error obtained by the neural network structure 
with three hidden layers is the smallest compared with other structures. However, the time used 
for the train and the complexity of the structure are highest. The mean squared error value by the 
neural network with one hidden layer is the highest, but the time used for the train and the 
complexity is the lowest. The training time and complexity of the neural network are not important 
if offline training is used. For more investigation, all data (train data + test data + validating data) 
are combined and used for again assessing each neural network structure and the approximated 
error between the actual output and the predicted output by each neural network structure is 
determined. The results reveal that the neural network with three hidden layers has the smallest 
error compared to other structures. The performance of using neural network structure with four, 
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five, and six hidden layers is also investigated and analysis. The results from this investigation show 
that the neural network with six hidden layers gives the best performance but with the highest 
computational time and complexity. In conclusion, increasing the hidden layers of the neural 
network structure increases its accuracy and performance but the computational time is increased. 
The results of the proposed approach are compared with other previous related works from 
literature. The result from this comparison reveals that the proposed method achieves the highest 
accuracy.  

Some future works include investigation of the same methodology with other different data from 
different fields such as robotics, wind power plant, and agriculture, and so on. In addition, applying 
the same methodology with distinct types of neural networks is highly recommended. Using more 
samples with different conditions is worth investigating.  

List of Abbreviations 

Abbreviation Meaning  

NN Neural network 

NN1 Neural network with one hidden layer  

NN2 Neural network with two hidden layers 

NN3 Neural network with three hidden layers 

MSE Mean squared error 

NARX Nonlinear autoregressive with external input 
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